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Abstract—A substantial amount of work has shed light on whether random testing is actually a useful testing technique. Despite its simplicity, several successful real-world applications have been reported in the literature. Although it is not going to solve all possible testing problems, random testing appears to be an essential tool in the hands of software testers. In this paper, we review and analyze the debate about random testing. Its benefits and drawbacks are discussed. Novel results addressing general questions about random testing are also presented, such as how long does random testing need, on average, to achieve testing targets (e.g., coverage), how does it scale, and how likely is it to yield similar results if we rerun it on the same testing problem (predictability). Due to its simplicity that makes the mathematical analysis of random testing tractable, we provide precise and rigorous answers to these questions. Results show that there are practical situations in which random testing is a viable option. Our theorems are backed up by simulations and we show how they can be applied to most types of software and testing criteria. In light of these results, we then assess the validity of empirical analyzes reported in the literature and derive guidelines for both practitioners and scientists.
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1 INTRODUCTION

Formally\(^1\) proving that nontrivial software is correct (i.e., satisfying the intended behavior) is in general either impossible or too difficult to be done in practice. Therefore, testing is the most common software verification technique. Usually, testing software consists of the execution of some inputs and then checking whether the obtained outputs are the expected ones. Even on simple programs, there can be an extremely large number of possible inputs. For example, a routine that takes a 32-bit variable as input would have \(2^{32} \approx 4\) billion possible different inputs. Exhaustive testing is hence usually infeasible. In this paper, we analyze the technique called random testing (RT) [24], which is one of the most used automated testing techniques in practice.

The general purpose of random testing is to generate as many test cases as possible in such a way that they help uncover as many faults or hit as many coverage targets as possible. For example, random test cases can be sampled until a desired amount of feasible branches in the system under test (SUT) are executed (i.e., branch coverage). Because test cases trigger failures and do not directly uncover faults, from a mathematical standpoint we cannot consider faults as targets. Rather, our targets will be to make specific oracles fail, thus triggering visible failures. Oracles can be assertions of various types or direct comparisons with expected outputs. We use the term “failure type” to denote a specific oracle failure. From a mathematical point of view, these two problems (i.e., triggering specific failure types and satisfying coverage criteria) are equivalent, as we will show. In particular, they are instances of the Coupon Collector’s problem [35], which is a well-known urn problem in probability analysis. Surprisingly, to the best of our knowledge, we have not found in the literature any work connecting random testing with the Coupon Collector’s problem.

In contrast to random testing, in partition testing the input space is divided in subdomains. Test cases are chosen with the constraint that at least one test case is chosen from each subdomain. The division can be based on functional criteria defined using the requirements specification or based on code coverage criteria (e.g., coverage of all the control flow paths). The goal is to have “similar” test cases that are grouped together into equivalence classes, and then choose test cases from these classes. It is commonly believed that using this type of information always leads to “better” testing [36]. However, this has been proven (both theoretically and empirically) to be wrong in many conditions (e.g., see [16], [49]). In this paper, we review the empirical and theoretical results on the comparisons between random and partition testing. We also discuss how the design of a study may affect the results and conclusions.

Let \(S\) be the set of all possible test cases for a given SUT. Let \(T\) be a set of \(n\) targets \(\{T_1, \ldots, T_n\}\), where a target \(T_i\) can be, depending on the selected test strategy, a type of failure or a particular code partition we want to cover. Each target \(T_i\) is executed by a subset of test cases with cardinality \(t_i\). Assuming uniform sampling, it follows that a random test case covers the target \(T_i\) with probability \(p_i = t_i/|S|\). If these targets are disjoint, then to cover all of these targets we will need at least \(n\) test cases.

---

\(^1\) A conference version of this paper was published in the 2010 ACM International Symposium on Software Testing and Analysis (ISSTA) [8].
On average, how many random test cases do we need to sample to cover all feasible targets? In this paper, we formally prove nontrivial lower bounds (i.e., $\gg n$) to this value that are valid for any SUT. If we do not have any a priori knowledge about the SUT, then we have formally proven that those lower bounds are tight, i.e., they cannot be improved upon.

Scalability is an important problem that needs to be considered, as testing in the large is a critical issue in the software industry. Testing techniques that work well on small-medium size software could end up not scaling up to larger software. Large empirical studies on real-world software are not so common and this is in part due to the huge computational time that is required to carry them out. We formally study the scalability of random testing compared to testing techniques that specifically generate test cases aiming at each target independently, e.g., Genetic Algorithms that try to cover control flow branches one at a time [28]. We show that, under certain conditions, random testing can scale up much better than such alternatives and thus becomes more cost-effective on large systems. We explain the reasons for this behavior and provide practical suggestions on how to improve current testing techniques.

Some authors empirically studied whether random testing is predictable [13]. The motivation is to assess the extent to which random testing results (e.g., the testing effort on some SUT and complements existing empirical studies (as in [13]) in the sense that it helps to explain their results. The main contributions of this paper are:

- We survey and analyze the empirical and analytical results regarding the comparison of random and partition testing.
- We provide nontrivial, tight lower bounds valid for any SUT for the average number of test cases that must be sampled by two random testing strategies to cover predefined targets.
- We show that random testing can better scale up compared to a certain category of partition testing techniques that may be faster on smaller size software, but are unlikely to fare as well on large systems.
- We provide the exact formula that describes the predictability of two random testing runs, which can be used to compare testing techniques in the general case. We then derive a nontrivial upper bound valid for the lack of predictability for any SUT. The validity of existing empirical studies is assessed in light of these theoretical results. Random testing is shown to be more predictable than what was reported by previous empirical analyzes in the literature.
- From a more general standpoint, this paper proposes an initial, formal framework to help interpret empirical studies about random testing and help explain their possible discrepancies in results. Combining our survey and framework we also derive practical guidelines on using and experimenting with random testing.

The paper is organized as follows: Section 2 provides general background information regarding mathematical concepts/results that will be used throughout the paper. Section 3 describes and defines the properties of random testing. Analytical and empirical comparisons of random testing with partition testing are critically analyzed in Section 4. Section 5 presents novel theoretical results on random testing. The practical implications of our analyses and of the literature review are discussed in Section 6. Finally, Section 7 concludes the paper.
will deal only with discrete variables. For example, if \( X \) represents the resulting value of a thrown dice, we would have \( D = \{1, 2, 3, 4, 5, 6\} \) and \( p_i = 1/6 \) for each of the six outcomes (assuming a fair dice that is not biased). The expectation \( E[X] \) of a random variable \( X \) is its mean value, which is formally defined as

\[
E[X] = \sum_{x \in D} x P(X = x),
\]

where \( P(X = x) \) is the probability of \( X \) assuming the value \( x \). In the case of a thrown dice, we have \( E[X] = \sum_{i=1}^{6} i \times 1/6 = 3.5 \).

For many problems, we do not know the distribution of \( X \). To get information on \( X \), we can run \( k \) experiments and collect the resulting outputs \( X_j \). For example, if we throw a dice three times (i.e., \( k = 3 \)), and we obtain the values \((3,1,5)\), then \( X_1 = 3, X_2 = 1, \) and \( X_3 = 5 \). We can estimate \( E[X] \) with the following formula:

\[
\mu' = \frac{1}{k} \sum_{j=1}^{k} X_j.
\]

Notice that, although \( \lim_{k \to \infty} \mu' = E[X] \), \( \mu' \) is just an estimation of the real average \( E[X] \). In this paper, most of the theoretical results we present pertain to \( E[X] \) and not \( \mu' \).

If we want to run experiments to confirm the theory, then a large \( k \) might be required to obtain \( \mu' \approx E[X] \). For example, when, in this paper, we prove an upper bound \( b \) for \( E[X] \) (i.e., \( E[X] \leq b \)), then we may obtain \( \mu' > b \) for low values of \( k \).

### 2.3 Geometric Distribution

The geometric distribution is very typical in probability analysis and many phenomena can be described with it [17]. Given \( p \) the probability of an event \( e \) in a trial, we might want to know how many trials \( x \) we need on average before obtaining \( e \). For example, if we are throwing a die and our event \( e \) is the outcome 6, we might want to know how many dice \( x \) we need to throw before obtaining a 6. This is a typical example of a geometric distribution, which assumes independence of the trials. Properties of this distribution are:

\[
P(X \leq x) = 1 - (1 - p)^x \quad \forall x \geq 0,
\]

\[
P(X = x) = (1 - p)^{x-1} p \quad \forall x \geq 1,
\]

\[
E[X] = 1/p.
\]

Notice that \( P(X = x) = 0 \) for nonpositive values of \( x \).

### 2.4 Coupon Collector’s Problem

The Coupon Collector is a typical problem in the probability field [17], [35]. It is an urn problem in which there are \( n \) coupons/balls with different colors. The balls are randomly extracted with replacement. In other words, every time we pick up a ball, we reinset it in the urn. The goal is to pick up each ball at least once. The probability of drawing a ball of a specific color is \( 1/n \).

A more general case is when there are \( n \) colors and there are more balls than \( n \). In this case, using the notation that we will use later on in a testing context, the probability of drawing a ball with a specific color \( c \) is \( p_c = t_c/|S| \), where \( t_c \) is the number of balls with color \( c \) and \( |S| \) is the total number of balls in the urn. The goal would be to have a sequence of drawings in which each color appears at least once.

Let \( X \) be the random variable representing how many drawings we need to collect all the \( n \) coupons; its properties are:

\[
E[X] = \sum_{i=1}^{n} (-1)^{i+1} \sum_{J, |J| = i} \frac{1}{P_J},
\]

\[
P(X \leq x) = 1 - \sum_{i=1}^{n} (-1)^{i+1} \sum_{J, |J| = i} (1 - P_J)^x,
\]

where \( J \) is, in turn, every subset of \( \{1, \ldots, n\} \) and \( P_J = \sum_{j \in J} P_j \).

There has been a lot of work to understand the dynamics of the Coupon Collector’s problem. For example, Rosén [40] studied the probability distribution of the bonus sum of the balls. We can add a secondary value to each ball representing its “bonus,” and we might want to know the sum of these bonuses after \( l \) balls have been collected. In [40], it is proven that the sum of these bonuses follows a normal distribution. Another example is [42], in which quick-to-compute, nontrivial lower and upper bounds for \( E[X] \) have been proven. Those bounds are important because computing the exact value of \( E[X] \) requires an exponential number in \( n \) of arithmetic operations. So, even if we have all the values for the probabilities \( p_i \), calculating \( E[X] \) in (2) might not be possible because it is too time consuming.

A central concept that is used throughout the paper is the notion of harmonic number [35]. It is denoted \( H_n \) and is defined as \( H_n = \sum_{i=1}^{n} 1/i = \log n + \Theta(1) \). When all the probabilities \( p_i \) are equal, we have \( E[X] = nH_n \) (see [35]).

Several problems can be considered as instances of the Coupon Collector’s problem. For example, how many dice do we need to throw on average before observing each of the six values at least once? By considering the dice outputs as coupons, the answer is \( 6H_6 = 14.7 \).

### 2.5 Random Generators

In computer programs, for some types of algorithms it is necessary to use some random values. For example, search-based algorithms have a random component, and they are widely used in software engineering [25]. How do we obtain such random values? Using true random sources such as atmospheric noise can be, in general, too expensive for most applications and large scientific studies. A more practical solution is to use deterministic mathematical formulas to generate sequences of values that look random. In these cases, we would actually be considering pseudorandom generators.

A typical example to generate a sequence of values \( v \) is the use of linear congruential formulas [31], such as the following:

\[
v_{i+1} = (a \times v_i + c) \mod m,
\]

for some constant \( a, c, \) and \( m \). Given a starting point \( v_0 \), this formula generates a sequence of period \( m \) (i.e., this

sequence will be repeated again every $m$ values). Usually, the starting point $v_0$ (the so-called seed) is chosen with some “randomness” as, for example, the current time expressed in milliseconds given by the CPU clock. However, whatever seed is used, there would still be a sequence of $m$ values that repeats itself. The seed only determines from where to start in this deterministic sequence.

A linear congruential formula is what is at the moment used in programming languages such as Java (see, for example, java.util.Random in Java 1.6). In particular, in Java we have $m = 2^{48}$. Although this number seems sufficient for most applications, it is unlikely to be enough for large empirical analyses. For example, consider the fact that we need to sample pairs of integer numbers to test a function that takes as input pairs of integers. Given $2^{32}$ values for an integer, the possible number of pairs would be $2^{64}$. The random generator in the Java API would not be able to sample all these possible pairs because it has a period of $2^{48}$. It could only sample from a tiny fraction of the input domain, which size is $2^{48}/2^{64} = 2^{-16}$ of the input domain. This is a problem that is independent of how many random numbers are generated: The needed numbers (e.g., to cover some particular branches in the code) could all be in the large subdomain from which it is impossible to sample. Furthermore, there are also other problems such that the numbers are not sampled with uniform probabilities [33].

For these reasons, to conduct empirical studies in software engineering it would be better to use more sophisticated pseudorandom generators, such as MersenneTwister [33]. This pseudorandom generator is the default choice in statistical tools such as R [38] and search algorithm libraries such as ECJ.3

### 3 Random Testing

To test software, test cases from the input domain need to be chosen, run, and then the results need to be checked against an oracle. Testing all possible inputs is not feasible as the size of the input domain is typically arbitrarily large. Hence, only a (tiny) fraction of the possible test cases can be evaluated.

Arguably, the simplest technique to select test cases is random testing [24]. Test cases are chosen at random from the input domain based on some distributions. For verification purposes, often a uniform distribution is used to avoid biases (i.e., each test case is as likely to be sampled as any other). On the other hand, for validation purposes (reliability estimation) a distribution based on usage profiles is usually preferred [43].

When the input domain consists of numerical inputs, it is easy to uniformly choose random test cases from it. But it is not always clear how to do that when more complex types of test cases are used. One solution would be to consider their binary representation and then choose each bit with uniform probability, where $k$ is the length in bits of a test case. However, there are three main problems:

- Elements in the binary space could not be mappable to the test case domain. For example, an enumeration of six elements that is represented with $k = 3$ bits would have $2^3 - 6 = 2$ values that are invalid. If the ratio of these invalid elements over the input domain size $2^k$ is low, this would not be a particular problem. Random binary sequences would be sampled, and the ones that are not valid would be sampled again. But if this ratio is high (i.e., most of the binary strings are not valid test cases), then it would be necessary to define sampling algorithms that are specific to the input domain. Designing specific algorithms that sample test cases with uniform probability can be trivial for enumerations, but it can be challenging for complex data structures (e.g., trees and graphs).
- The binary length $k$ of the test cases can be variable. For example, in testing object-oriented software, the test cases are usually sequences of method calls [45], [18]. Theoretically, there would be no upper bound on such lengths. But constraints are common because running and analyzing too long sequences is impractical. Choosing these constraints is problem dependent [3], and a proper choice with little a priori knowledge can be difficult.
- Even when bounds on the length are used (e.g., maximum length $K$ for binary strings), using a pure uniform distribution is unwise. There would be a total of $\sum_{i=0}^{K} 2^i = 2^{K+1} - 2$ possible test cases. Nearly half of them ($2^K$) would have length $K$, then nearly a quarter of them ($2^{K-1}$) would have length $K - 1$, and so on. Hence, random sequences would have very high probability of having a length that is close to the upper bound $K$. For example, if we choose $K = 100$, a random sequence would have a length that is at least 97 with probability $\approx 0.9$. Sampling a sequence with length less than 10 would be extremely unlikely. To cope with this problem, the length could be first chosen with uniform probability, and then among the sequences with that length a test case can be chosen uniformly.

Even in the case of numerical inputs, it is often not wise to use a uniform probability for selection of test cases. For example, consider a function that takes as input a single 32-bit integer $x$. A block inside a branch such as “if($x==0$)” would have an extremely low probability to be covered. Therefore, it is a very common practice in the literature to restrict the range for integer input variables, using, for example, $[-100, 100]$. However, such a restricted range could make it impossible to cover some of the testing targets, e.g., think, for example, of the case “if($x==128$)”. Unfortunately, we are not aware of any large empirical analysis on real-world software regarding this problem, so the impact of using constrained ranges for random testing is unclear. It could be that in most of the cases a constrained range is sufficient, or it might be exactly the opposite. As rules of thumb based on strong empirical evidence do not appear in the literature, we can only suggest using both unconstrained random testing as well as constraints that are common in the literature, such as $[-100, 100]$. For example, when one needs to sample an integer at random, with probability $1/2$ it could be sampled from $[-100, 100]$, and from outside that range otherwise.
Although choosing random inputs seems trivial, there are problems that need to be dealt with. They can be addressed in practice, but the result is that uniform random testing in a pure mathematical sense is either infeasible or not recommended. In general, one would want to use a distribution as close as possible to the uniform one. But, when this is not possible or when there is domain knowledge that can be exploited to introduce bias in selecting test cases that are likely to be more effective, then using different types of sampling distribution is a reasonable choice.

As described in the introduction, we have a set of testing targets \( T = \{ T_1, \ldots, T_n \} \). Their order is not relevant. Testing targets depend on the selected coverage criterion (e.g., paths for path coverage). The goal is to find a set of test cases that is able to cover all the targets. The probability that a random test case covers \( T_i \) is \( p_i \). These probabilities are independent and do not change during the testing process. In other words, the test cases sampled so far have no effect on the sampling distribution of new test cases (i.e., the sampling is memoryless). If the sampling is done with uniform probability, then \( p_i = t_i/|S| \), where \( t_i \) is the number of test cases covering \( T_i \) and \(|S|\) is the total number of test cases.

In this paper, the results we present are expressed as functions of \( p_i \). The probability distribution by which test cases are randomly sampled is not important (e.g., whether uniform distribution is used or not) because each target will still have some probability \( p_i \) of being covered with a test case sampled at random regardless of the sampling distribution. We are not dealing with the problem of how to calculate the exact \( p_i \) given a particular sampling distribution. Notice that the failure triggering ability of a test case is directly dependent on its length [1], as well as its ability of covering testing targets [3]. A testing technique can hence be tailored to sample longer test sequences rather than shorter ones. However, as we just discussed, the theoretical results presented in this paper are independent of the sampling distribution.

To simplify the mathematical notation and make the paper more readable, unless otherwise stated we assume that these targets \( T_i \) are feasible, i.e., all the probabilities are strictly positive: \( p_i > 0 \). We will discuss and study the consequences when this property does not hold later in the paper. In particular, all the theorems in Section 5 are discussed in the context of infeasible targets. Furthermore, we do not put constraints on the input domain \( S \), i.e., it can be either finite or infinite. If \( S \) is infinite, \( p_i > 0 \), and uniform sampling is used, then it follows that there will be an infinite number of test cases covering \( T_i \). In practice, due to testing budgets, \( S \) is never infinite. For example, if the SUT takes as input a list object, then that list can be arbitrarily long. But it would not be feasible to use a list of trillions of nodes as input data. Given \( p_i > 0 \), the results we present in this paper are valid for both the finite and infinite cases, unless otherwise stated.

An assumption we make in this paper is that the targets in \( T \) are disjoint. In other words, a test case can only cover one of those \( T_i \). This is not a particularly serious limitation: When a failure is triggered, the execution of the test case normally halts and in this case the targets (failure types) are disjoint. Coverage criteria such as path coverage yields true partitions. This is not usually the case for branch and statement coverage. At any rate, any nonpartitioning testing strategy can be transformed into one that produces true partitions (as described in [23]), but it is not necessarily easy to analyze these cases.

Regarding the probabilities \( p_i \) for coverage criteria where test cases necessarily cover at least one target, we would expect \( \sum p_i = 1 \) since the targets are disjoint. This is not the case when the targets are failure types since a test case may not trigger any failure. In that case, we would have \( \sum p_i < 1 \). However, this is not going to change anything in the following analytical results. We will simply assume \( \sum p_i = \alpha \leq 1 \). When all the probabilities \( p_i \) are equal, we have \( p_i = \alpha/n = p^* \).

The following definition gives a high level pseudocode for random testing. For simplicity, we omit the details of how the found test cases are given as output to the user.

**Definition 1 (RT).**

While \( T \neq \emptyset \):

1. Sample a new random test case \( s \in S \).
2. Remove from \( T \) the target covered by \( s \).

To ease the notation, to represent the random variables describing the number of test cases random testing samples before terminating, given a vector \( P \) of probabilities \( p_i \) for each target \( T_i \), we use \( RT(P) \). The values of the random variable \( RT(P) \) depend on the SUT and the testing strategy since they determine \( P = \{ p_1, \ldots, p_n \} \). We use \( P^\alpha \) to represent the special case when all the \( p_i \) are equal.

The strategy \( RT \) is an instance of the Coupon Collector’s problem (see Section 2.4). In fact, the colors are simply the testing targets we want to cover (e.g., branches if we are dealing with branch coverage). The balls are the test cases. The total number of test cases is \(|S|\). The probability of covering a target \( c \) will hence depend on the number \( t_c \) of test cases that cover that target: \( t_c/|S| \). If a test case does not cover any target (e.g., when the targets are failure types), then it is likely that many test cases do not trigger any failure), this can be considered as a ball with no color which is simply discarded when drawn.

Practically all the results regarding the Coupon Collector’s problem can be directly applied to analyze random testing (even in the case of triggering failures where \( \alpha < 1 \)). For example, Rosén [40] studied the probability distribution of the bonus sum of the balls. We can add a secondary value to each ball representing its “bonus,” and we might want to know the sum of these bonuses after \( l \) balls have been collected. What is the connection with random testing? For example, we can assign a value to each oracle based on its severity (see, for example, [46], [21]) and thus evaluate the cost-effectiveness of testing. The cost-effectiveness of testing can be measured as the sum of the severity values associated with the failure types triggered by running \( l \) random test cases. The study of the distribution properties of this sum is already provided in [40] (e.g., it follows a normal distribution). It would be important to investigate if other works related to the Coupon Collector’s problem would be useful to study the properties of random testing. This paper is a first
attempt to do so. Notice that if there is only one target to cover, then random testing would be simply described with a geometric distribution (see Section 2.3).

4 Comparisons with Partition Testing

In this section, we critically analyze the empirical and theoretical results regarding the comparison of random testing with partition testing. This survey, combined with the results of the next section, will enable us to draw practical conclusions regarding the usage and experimentation of random testing. An important objective of software testing activities is to find at least one test case that is able to trigger a failure (if any fault exists in the SUT). In this context, we have only one testing target $T_i$, which represents whether a failure is revealed or not.

4.1 Partition Testing

Partition testing refers to a family of testing techniques in which the input domain $D$ is divided into $k \geq 2$ subdomains $D_i$. Test cases are chosen from these domains with the constraint of having at least one test case from each of them, hence $l \geq k$ (where $l$ is the number of test cases that are selected and executed). For example, if a program takes as input one integer, the input domain of integers can be divided between negative and nonnegative values. Two test cases with values $-4$ and $7$ could be chosen from these subdomains. When $k = 1$, partition testing is equivalent to random testing.

In the literature, there are many kinds of partition techniques [36]. These can be based on functional properties defined based on the specification and requirements. For example, each functionality of the software can be considered as a different subdomain to test. Partitions can also be based on structural criteria, as, for example, statement coverage, branch coverage, and path coverage. The test cases would be partitioned based on which code structures they execute. Other types of partitions exist as well in which, for example, the test cases are divided based on which “mutants” they kill in mutation testing [15].

The term partition testing is not mathematically correct because many of these dividing strategies in the literature do not produce disjoint partitions. For example, in statement coverage in general it would not be possible to have for each statement a test case that executes only that statement. A more appropriate term is to call such testing subdomain testing. Similar to statement coverage, branch coverage and mutation testing do not produce disjoint subdomains, whereas in path testing we would have true partitions. To be consistent with the literature, in this paper we use the term partition testing rather than subdomain testing. Notice that any subdomain division can be transformed into a disjoint partition. If two domains overlap, then their intersection can be separated and considered as a third partition.

In partition testing, the input space is divided into equivalence classes. The idea is to group together similar test cases. There should be a relation between these classes and their failure rate. The partitions are designed on assumptions on where and how faults can appear. Ideally, we would like to have all the failing test cases grouped in the same classes. Choosing one test case from each group would hence guarantee getting at least one test case that shows a fault (if it exists). In the literature, a partition with all failing test cases or all passing test cases is called either homogeneous [23] or revealing [50].

The failure rate $\theta$ of the SUT is the probability that a test case, randomly drawn according to some distributions (e.g., an operational profile), fails. If we assume a uniform usage of the SUT, then $\theta$ is the ratio of failing test cases ($m$) over the total number of possible inputs ($d$), i.e., $\theta = m/d$. In the case of a partition $D_i$, $\theta_i$ is the ratio of failing test cases in that partition ($m_i$) over its cardinality ($d_i$), i.e., $\theta_i = m_i/d_i$. A partition $D_i$ would be homogeneous when either $\theta_i = 0$ or $\theta_i = 1$. Given $l$ test cases, the sampling rate is $\sigma = l/d$ and, for each partition $D_i$, we would have $\sigma_i = l_i/d_i$.

It is quite intuitive to understand why partition testing could be an effective testing strategy. For example, in branch coverage, if there is a fault in a particular branch, then we could expect that the some/many test cases executing that branch would show a failure. The test cases that do not execute that branch (and hence belong to another partition) would all give correct outputs. If only a few test cases execute that faulty branch, there would be only a small probability that a test case chosen at random would execute it. There are a number of issues with practical applications of partition testing. Following, we discuss the most important of them.

Once a partition strategy is chosen, sampling test cases for each partition $D_i$ is, in general, a difficult task. For example, in branch coverage there could be predicates that are difficult to satisfy. Several techniques have been designed to address this issue, for example, based on symbolic execution tools [19] and search algorithms [34]. Not only can they be computationally expensive, but they also cannot guarantee to find feasible solutions in reasonable time (constraint satisfaction is a NP-complete problem). Furthermore, some partitions could be empty, i.e., $D_i = \emptyset$. This could happen, for example, if some branches are infeasible. Proving that a branch/path is infeasible is an undecidable problem. All effort spent in sampling test cases from a $D_i = \emptyset$ would be wasted. Unfortunately, not being able to sample test cases for a partition $D_i$ does not mean that it is empty. If no test case for $D_i$ has been obtained, testers need to decide whether or not to spend more effort on it.

Choosing and running test cases can be expensive, but it is not the only cost. These tasks can be automated, so their cost can be reduced. However, the outputs of the execution of the test cases need to be checked for correctness. To do that, an oracle is required. If it is done manually (i.e., by software testers that manually check the results for each test case), then the cost of the oracle can become prohibitive for large $l$. In these cases, the cost of choosing and running test cases could become relatively negligible. However, oracles can be automated, for example, when a formal specification or a model of the SUT is provided. Relying on whether, for any test case, the SUT crashes (e.g., throws unexpected exceptions and segmentation faults) could also be considered an oracle. This latter option is likely, however, to miss many types of fault.

At this point, it is important to clarify the fact that random testing can be used as a technique to generate test
cases for partition testing (e.g., for path coverage). If we need to generate a test case for a partition \( D_i \), we can sample test cases at random until we find a test case belonging to that partition. During this process, depending on the specifics of the partition strategy, we might have to generate and run several test cases to verify whether they belong to partition \( D_i \), e.g., whether a test case covers a particular path. So, in this case what would be the difference between random testing and partition testing? Since test cases are generated at random and run in both cases, are these test techniques equivalent? There are two distinct situations to consider. In the first case, the oracle is automated and its cost is negligible compared to the cost of running the test cases. We are then in a situation where partition testing (based on random selection) and random testing are equivalent because the information about partitions is not used as oracles will systematically be evaluated. In the second case, where the cost of the oracle is significant, then partition testing with random selection is different from random testing. Assume that, given a fixed testing budget, we can only generate \( t \) test cases given the cost of oracle evaluations, e.g., manual evaluation. With random testing, we can generate and run \( l \) test cases that then will be evaluated with an oracle. For partition testing, we can use random testing to generate and run \( z \gg l \) test cases until each partition is covered at least once. Then, we can use an oracle to evaluate only \( l \) of them with the constraint that each partition is covered by at least one of these \( l \) test cases. In this scenario, partition testing has a greater computational cost for test case generation (execution to determine whether a test case belongs to a partition) than random testing, but the cost of the oracle is the same.

### 4.2 Metrics for Comparisons

Comparing two (or more) testing strategies is not trivial. There is not (yet) an absolute and precise method to assess whether a technique is better than another. Intuitively, if a technique is able to find all the faults in less time than another technique (or this latter finds only a subset), then the former would be considered to be better. Unfortunately, in a comparison it is usually rare that a technique both subsumes the other (i.e., it finds at least the same faults) and is faster.

Random testing uses \( t \) test cases. In partition testing, there would be \( l \) test cases chosen for each partition \( D_i \). To perform fairer comparisons, usually \( l = \sum_{i=1}^{n} l_i \) so that both techniques use the same number of test cases.

A fault in the software can generate one or more failures. A particular failure can be generated by different faults. Since software testing triggers failures, it is more practical to consider metrics based on detected failures rather than faults. In the literature, the following metrics have been used to compare random testing against partition testing when the same number \( l \) of test cases is used:

- **E-measure**: expected number of triggered failures.
- **P-measure**: probability of finding at least one failing test case.
- **F-measure**: expected number of test cases required to trigger at least one failure.

However, comparisons based on the above metrics ignore the cost of selecting the test cases. Although it can be automated, it could still be expensive for partition testing, whereas for random testing it would be negligible. Estimating that cost is, in general, difficult and accounting for it would significantly complicate theoretical analyses. However, if it turns out that partition testing is worse or only slightly better than random testing with respect to one or more of the above metrics, that would confirm the importance of random testing because it would be more cost effective. The other way around would not necessarily mean that partition testing is better, unless the difference in the metric scores is sufficiently large. However, if the oracle is not automated, then the cost of sampling test cases from the partitions would very likely be negligible.

These metrics also ignore the distinction among the different types of faults. For example, some faults can be more important than others. Different techniques can find different sets of faults. Again, including this type of information in a metric is, in general, difficult and would significantly increase the complexity of the comparisons. For example, Ciupa et al. [13] studied what type of faults random testing can find. They compared random testing against user reports and manual testing. They found out that the nature of the faults found by these techniques is different, and none of them subsumes the others. Therefore, just counting the number of faults without accounting for their characteristics could be considered too coarse a metric.

Chen et al. [10] studied empirically and analytically the characteristics of these three measures applied to random testing. On one hand, they claimed that the P-measure and E-measure have normal sampling distributions. Mean, median, and mode are hence expected to be similar, though at the same time variance is high. Hence, large sample sizes are required to obtain reliable estimates. On the other hand, the F-measure follows a geometric distribution. This has the effect that its median value is substantially smaller than its mean value. The claim that the E-measure has “a normal sampling distribution” (in [10, page 599]) is, however, not correct. It is easy to see that the E-measure follows a binomial distribution \( B(l, \theta) \) [17], where \( l \) is the number of test cases and \( \theta \) is the probability of triggering a failure. The empirical results in [10] follows from the normal approximation of the binomial distribution [17]. In fact, a binomial variable \( B(l, \theta) \) is the sum of \( l \) Bernoulli variables with parameter \( \theta \). According to the central limit theorem, the sum of \( l \) random variables converges to the normal distribution. But how many test cases \( l \) do we need to obtain a good approximation of the normal distribution? In the case of the binomial distribution, rules of thumb exist [39]:

\[
\theta > 5, \quad (3)
\]

\[
l(1 - \theta) > 5. \quad (4)
\]

Now, in the case of random testing, we would typically have low values for \( \theta \), thus satisfying (4) most of the time in real-world scenarios. What about the condition in (3)? It is important to note that \( l\theta \) is actually the expected value of a binomial variable \( B(l, \theta) \). That means that, to have the E-measure be approximated by a normal distribution, we need enough test cases \( l \) such that the average value of found failures is more than five.
In empirical analyses in which randomized algorithms are employed, it is a necessity to account for their randomness. For example, conclusions based on a single run of a randomized algorithm are unreliable due to the fact that often randomized algorithms have high variance and running them twice may have a high probability of producing different results. For example, the variance of a geometric distribution with parameter \( p \) would be equal to \( (1-p)/p^2 \) [17], [35]. It is hence essential to base scientific conclusions regarding randomized algorithms on a large enough number of runs (e.g., 100), and then use rigorous statistical methods to assess and compare their performance. Unfortunately, software engineering research rarely reports statistical methods to assess and compare their performance. Conclusions regarding randomized algorithms on a large transfer and would limit the impact of research on practice.

4.3 First Empirical Comparisons

Initially, random testing was seen as a poor testing technique that should have no space in testing practices. A random technique could not be better than a technique that exploits knowledge of the problem, as, for example, partition testing. At least this is what was thought until Duran and Ntafos empirically showed this belief was unfounded [16] by providing empirical examples in which random testing can be an effective testing strategy.

The probability \( P_r \) that random testing finds at least one failure with \( l \) test cases (i.e., \( P \)-measure) is

\[
P_r = 1 - (1 - \theta)^l,
\]

where \( (1 - \theta) \) is the probability that a test case does not trigger any failure and \( (1 - \theta)^l \) is the probability that no test case out of \( l \) triggers any failure at all. This is the same formula of the geometric distribution presented in (1), where \( p = \theta \) and \( x = l \).

In the case of partition testing, the probability \( P_p \) that partition testing triggers at least one failure is

\[
P_p = 1 - \prod_{i=1}^{k} (1 - \theta_i)^l_i.
\]

In their study, Duran and Ntafos analyzed the conditions for which \( P_p \geq P_r \). To simplify their analysis, they made the assumption that the \( D_i \) are actual disjoint partitions, and that there is at most one failing test case in each partition. Furthermore, random selection is done with replacement. In other words, they assume the same test case can be chosen more than once. In general, this is not a problem, because real software testing problems have large input domains compared to the number \( l \) of used test cases. Replicated test cases therefore occur with low probability. Checking every time whether a random test case has already been sampled could have a high cost compared to the problem of having just a few replicated test cases.

Assuming that a random test case would belong to any partition \( D_i \) with same probability is too simplistic. They hence considered the probabilities \( p_i \) that a random test belongs to the partition \( D_i \), therefore

\[
P_r = 1 - (1 - \theta)^l = 1 - \left( 1 - \sum_{i=1}^{k} p_i \theta_i \right)^l,
\]

\[
\theta = \frac{1}{k} \sum_{i=1}^{k} \theta_i.
\]

One of the experiments they carried out considered a 25 partition scheme, with \( l = k = 25 \) and \( l_i = 1 \). Different values of \( \theta_i \) were considered. These were chosen at random: 2 percent of times it was \( \theta_i \geq 0.98 \) and, in the other cases, \( \theta_i < 0.049 \). The values for \( p_i \) were chosen with uniform distribution. They found that in 14 out of 50 trials \( P_r \geq P_p \), i.e., random was not worse a third of the time. In other cases, there was not much difference between the two testing techniques. Since these experiments were carried out on synthetic data, they also studied random testing applied to a series of real programs. They found that random testing was able to find many (but not all) of the faults in those programs.

The results of Duran and Ntafos were considered counterintuitive. Therefore, Hamlet and Taylor [23] carried out a larger set of similar experiments. Similarly to the results in [16], they found that partition testing was better, but not by much.

Hamlet and Taylor [23] were critical of the model used by Duran and Ntafos [16] because they used an average failure rate of \( \theta = 0.04 \), which can be considered extremely high and unrealistic for released programs. Furthermore, a uniform distribution for \( p_i \) was considered unrealistic as well. They carried out another set of experiments in which they correlated the failure rate \( \theta_i \) of the partitions with the probabilities \( p_i \) that a random test falls in that partition \( D_i \). In the empirical analysis, they considered two types of partitions, one with low \( p_i \) (i.e., “hidden partitions”) and the other with high \( p_i \) (i.e., “exposed partitions”). When the hidden partitions had high failure rate \( \theta_i \), then partition testing was superior. On the other hand, when, in the hidden partitions, the failure rates were smaller than the average \( \theta \), then random testing performed better.

4.4 Analytical Analyses

After the counterintuitive empirical results in [16], [23], Weyuker and Jeng [49] analyzed this problem in an analytical way. They used the same types of assumptions, with the additional constraint that, for each partition, \( 1 \leq l_i \leq d_i \). This is not particularly unrealistic because, often, \( l_i = 1 \) in real-world scenarios.

They analyzed the cases in which \( P_r \) is either minimized or maximized. On one hand, it is maximized when there is a partition \( D_i \) that contains only failing test cases: \( \theta_i = 1 \) and hence \( P_r = 1 \). On the other hand, \( P_r \) is minimized when \( l_i = \cdots = l_{i m} \), \( \sum_{i=1}^{k} d_i = l - 1 \) and \( d_k = d - l + 1 \), where all \( m \) failing test cases belong to the partition \( D_k \). In this particular case we would have \( P_p = m/d_k = m/(d - l + 1) \).

They found that if \( d_k = \cdots = d_l \) and \( l_1 = \cdots = l_k \) (i.e., the partitions have all the same size, and we choose the same number of test cases from each partition), then necessarily \( P_p \geq P_r \). If it also holds that \( m_1 = \cdots = m_k \), then \( P_p = P_r \). This is a general result which states that partition testing cannot perform worse than random testing if the partitions are of same size and we pick up the same number of test
cases from each of them. However, this result does not hold if random testing is not based on a uniform distribution, i.e., when there is at least one partition for which \( p_i \neq d_i / d \). In that case, it can be worse, equal, or better. The result \( P_p = P_r \) is then generalized even for the cases in which the partitions have different sizes. This happens for \( \theta_1 = \cdots = \theta_n \), from which \( \theta = \theta \), follows.

However, this latter result is based on the assumption that failure rates have precise known values. Before doing any testing, the actual failure rates are not known, and our decision on which testing strategies to use (i.e., random or partition testing) can only be based on our expectation \( \theta \) of the failure rate. To get more realistic results, Gutjhar [22] studied the case when the failure rates for the partitions are modeled as independent random variables \( \theta_i \). The P-measure is hence an estimation, i.e., \( P_r \) for random testing and \( P_p \) for partition testing. Under the assumption that we choose only one test case from each subdomain (i.e., \( l_i = 1 \)), if the expected value of the failure rates is equal in each subdomain (i.e., \( \theta_1 = \cdots = \theta_k \)), then Gutjhar [22] proved the following bound:

\[
\frac{\bar{\theta}}{1 - (1 - \theta)^k} \bar{P}_r \leq \bar{P}_r \leq \bar{P}_p.
\]

If \( \bar{\theta} \) is small compared to \( 1/k \), then the above lower bound is close to \( 1/k \), hence

\[
\frac{1}{k} \bar{P}_p \leq \bar{P}_r \leq \bar{P}_p.
\]

The result of Weyuker and Jeng [49] is a special case in which the variance of the random variables is zero. Gutjhar’s result [22] tells us that partition testing can be up to \( k \) times better than random testing (where \( k \) is the number of subdomains). This upper bound would be reached (or get close to) when the partitions are homogenous or there are many small subdomains and a few large ones. This latter case is actually very common in practice. For example, in branch coverage, equality predicates would generate very unbalanced partitions. Therefore, Gutjhar [22] concludes that the earlier studies [16], [23] did not show a clear superiority of partition testing because the partitions had comparable sizes \( d_i \).

Based on the analytical results in [49], Chen and Yu [11] generalized the condition for which \( P_p \geq P_r \). Under the same assumptions but different sizes \( d_i \) for the partitions and different \( l_i \), they proved that it is sufficient to have \( \sigma_1 = \cdots = \sigma_k \) to guarantee \( P_p \geq P_r \). In other words, if we choose the number \( l_i \) of test cases from each partition proportionally to its cardinality \( d_i \), then we cannot perform worse than random testing.

Boland et al. [9] used the mathematical technique called majorization and Schur functions to further generalize these results. Let \( \theta^m \) be the average value of the fault rates \( \theta_i \), i.e., \( \theta^m = \sum_{i=1}^n \theta_i / k \). In [49], the condition to get \( P_p \geq P_r \) is that all the failure rates \( \theta_i \) are equal. Under the same assumptions, Boland et al. [9] generalized this result by proving that it is just sufficient that \( \theta^m \geq \theta \) to guarantee \( P_p \geq P_r \). Note that, if all the fault rates \( \theta_i \) are equal, then \( \theta^m = \theta_i = \theta \).

In a similar way, they generalize the results of Gutjhar [22] regarding failure rates modeled as independent random variables. Under the same assumptions, \( \bar{\theta}^m \geq \bar{\theta} \) is sufficient to guarantee \( \bar{P}_p \geq \bar{P}_r \).

All the results described so far are based on the P-measure (see Section 4.2). This is a coarse measure because it does not take into account how many faults a testing technique is able to find. Chen and Yu [12] extended their analyses to the cases in which the expected number of failures detected (E-measure) is used to compare random testing against partition testing. They still considered uniform random selection with replacement, but they also considered the cases in which the subdomains are not disjoint.

The expected number \( E_r \) of failures detected for random testing is

\[
E_r = \frac{m l}{d} = \theta l,
\]

whereas for partition testing it is

\[
E_p = \sum_{i=1}^k \frac{m_i l_i}{d_i} = \sum_{i=1}^k l_i \theta_i.
\]

When the subdomains are not actual partitions (i.e., they are not disjoint), to be consistent with the notation in [12] we use \( P_r \) for the P-measure and \( E_r \) for the E-measure.

When for all partitions we have \( d_i \geq l_i \geq 1 \), if \( l > m \), then \( E_p \) is maximized when all partitions with failing test cases have \( m_i = l_i = d_i \). In this case, we obtain \( E_p = m \). On the other hand, if \( l \leq m < d \), then \( E_p \) is maximized when for all partitions but one we have \( m_i = l_i = d_i \), and only one test case is taken \( (l_j = 1) \) from the only partition \( D_j \) with nonfailing inputs \( (m_j < d_j) \). In this case:

\[
E_p = l - \frac{d - m}{d - l + 1}.
\]

Similarly with \( P_p / E_p \) is maximized when partitions are homogeneous. The conditions for which \( E_p \) is minimized are the same as for \( P_p \) [12].

When the partitions are not disjoint and \( m > 0 \), \( E_r \) is maximized when one partition is the entire input space and only one test case is chosen from it. All the other partitions should consist of only failing inputs. In this case, \( E_r = l - (d - m) / d \). On the other hand, for \( m < d \), the worst value for \( E_u \) is obtained when one partition is the entire input space and only one test case is chosen from it, but all the other partitions should consist of only nonfailing inputs.

In this case, \( E_u = m / d \).

When comparing partition testing against random testing, the expected number of failures triggered is equal \( (E_p - E_r) \) when a proportional strategy is used: \( \sigma_1 = \cdots = \sigma_k \). The two measures are also the same when the failure rates of the partitions are all the same: \( \theta_1 = \cdots = \theta_k \). The condition for which \( E_p \geq E_r \) is when either \( (\theta_i - \theta_j)(\sigma_i - \sigma_j) \geq 0 \) for all pairs of partitions or \( (\theta_i - \theta_j)(\sigma_i - \sigma_j) \geq 0 \) for all partitions. Similarly, we have \( E_p \leq E_r \) when either \( (\theta_i - \theta)(\sigma_i - \sigma) \leq 0 \) or \( (\theta_i - \theta)(\sigma_i - \sigma) \leq 0 \). In particular:

\[
E_p - E_r = \sum_{i=1}^k d_i (\theta_i - \theta)(\sigma_i - \sigma) \tag{5}
\]

These results formally prove and quantify the intuition that partition testing performs better when the sampling is
more concentrated in the partitions with greater failure rates. However, more interestingly, it performs worse than random testing otherwise.

Regarding nondisjoint subdomains, Chen and Yu [12] proved that it is sufficient to have $\sigma_1 = \cdots = \sigma_l$ to guarantee $E_s \geq E_r$. In other words, for the E-measure, partition testing with proportional sampling cannot be worse than random testing, regardless of whether the subdomains are disjoint or not.

The P-measure is quite different from the E-measure, but there are correlations between the two. In [12], it was proven:

- For any given program, $P_s \leq E_s = l(1 - (1 - P_r)^{1/i})$.
- For any given program and partition testing strategy, $P_s \leq E_s \leq l(1 - (1 - P_r)^{1/i})$.
- If $E_s \geq E_r$, then $P_s \geq P_r$. Equality holds only if for all partitions we have $\theta_i = \theta$.
- If $P_s < P_r$, then $E_s < E_r$. However, the converse is not necessarily true.

If the objective is to show that some partition testing technique works better than random testing, then the E-measure is more useful than the P-measure. If one partition testing technique has better value for the E-measure than random testing, then it will also necessarily be the case for the P-measure.

In conclusion, the results above show that there are potential situations in which random testing is proven to be more cost-effective. Whether such situations are frequently encountered in practice remains to be investigated.

### 4.5 Real-World Results

To assess whether a testing technique is actually effective, empirical analyses are necessary on real-world software containing real faults. In fact, theoretical analyses are usually based on a series of assumptions to make them tractable. These assumptions might not be valid in real software. For example, all the theoretical comparisons in Section 4 between partition and random testing ignore, out of necessity to make the mathematical formulas tractable, the additional computational cost of partition testing. Furthermore, simulations on synthetic data have similar limitations. Important features (from the point of view of testing) could be missing or wrongly examined due to an incomplete understanding of the problem. For example, this is what happened in Adaptive Random Testing (see [4]), where the high cost of distance calculations was mostly ignored in the empirical investigations based only on simulations. Another example is Combinatorial Integration Testing, where if one considers the practical aspects of the computational cost of generating test suites and the size of real-world industrial configuration spaces, then there are several practical situations in which random testing is a viable and recommendable alternative [5]. For these reasons, in this section we report some applications of random testing in real-world contexts, as they show that there exist some real-world scenarios in which random testing is useful. As for any testing technique, the practitioners need to know its properties to make an informed decision on when to apply it because no testing technique is always going to be the best option in all contexts. However, notice that often random testing is used with some slight variations. Depending on the magnitude of the variations, the theoretical results discussed in this paper might not directly apply to these variants.

Empirical analyses on real data can also be difficult for several reasons. Obtaining the data from industry is not always possible, and open source projects may not be representative or the quality of the data in their repository may be questionable. Using and developing testing tools that work on real-world software can be challenging. Running industrial case studies can be very time consuming and, as a result, very few of them are reported in the literature. Regardless of the size of the case study, conclusions, as for any empirical study, can be hard to generalize. Therefore, empirical studies on real-world software, though of the utmost importance, are only one among several ways we need to use to investigate testing techniques and develop a reliable body of knowledge.

Groce et al. [20] analyzed the use of random testing to test software used in space missions. In particular, they tested a complex implementation of a flash file system. They reported the results of testing done for 25 weeks. Different types of faults were found and corrected during the first 20 weeks. At the date of the paper, the longest continuous run of successful tests consisted of more than 3.5 billion random operations. In this context, random testing was very useful because an oracle could be automatically derived. Billions of operations on the SUT were automatically checked. Other file systems such as Solaris and EXT3 in Linux were used as reference implementations. Groce et al. [20] tried to use more sophisticated techniques than random testing, as, for example, model checking. But these simply did not scale to the actual software (written in C) that had to be released.

Random testing can generate long sequences of operations/inputs that reveal failures. But these could be so long that no software tester would analyze them and locate where the faults are. A test case that is too difficult to understand is of little interest. Fortunately, these sequences have many operations that do not affect fault detection. A postprocessing can be employed to remove these useless operations. For example, we can remove one operation at a time as long as the failure is still manifested by the reduced sequence. Other more sophisticated techniques can be used to minimize sequences, as it was done in [20]. In their experiments, it was possible, on average, to reduce by 92.5 percent the length of the revealing test sequences.

Pacheco et al. [37] applied random testing on 14 widely used object-oriented libraries, for a total of roughly 780,000 lines of code. They start from an empty test sequence, and then they add function calls one at a time. The system is not completely tested at random because simple heuristics are used to narrow down the domain from which the function calls are chosen and to prevent the inclusion of useless function calls. Contract assertions in the SUT were used as oracles. Pacheco et al. [37] found that random testing scaled to this large case study, and it had better fault detection and coverage than the formal techniques they compared it to.

In [7], [30], we introduced a methodology to automatically test embedded systems based on environment models. The main motivation was to support black-box testing by
independent testing teams. Environment models were modeled with a combination of UML, MARTE (UML extension for embedded, real-time software), and OCL (constraint language which is part of UML) were used to automatically generate environment simulators that interact with the SUT. Each test case was a specific simulation setting. The simulations were very complex because each test case involved the execution of hundreds of thousands of lines of code for several seconds, many threads running in parallel, communications through TCP sockets, and write/read accesses to the file system. Error states were part of the environment models in order to generate automated oracles. Random testing was successfully used to find simulation settings for which these error states were reached, and therefore revealed failures in the SUT. In other words, by using random testing, new critical faults were automatically found in the production code of an industrial real-time, embedded system.

In [41], Sharma et al. analyzed the application of random testing on a common benchmark used in the literature of test data generation for object-oriented software, i.e., “container classes.” They compared random testing with the most advanced systematic testing technique for that kind of software. The results of that empirical analysis show that random testing fared as good as that systematic technique.

5 Novel Theoretical Results on Random Testing

The literature review we presented in this paper shows that there has been a lot of work aimed at understanding when random testing could be a better option than partition testing. However, there are several important properties of random testing that have received only a little attention in the literature. In this section, we present novel theoretical results regarding some properties of random testing that have not been formally studied before. Some of these results were first presented in [8], and they are on four main properties: general lower bounds on the execution time (Section 5.1), comparisons of algorithms (Section 5.2), scalability (Section 5.3), and finally, predictability (Section 5.4) of random testing.

5.1 Effectiveness of Random Testing

One way to define the effectiveness of random testing is as the expected number of test cases that are required to cover all the feasible targets in $T$. Because random testing is a stochastic process, this value will be a random variable.

Because random testing is an instance of the Coupon Collector’s problem (see Section 3), it follows that its expected value is

$$E[RT(P)] = \sum_{i=1}^{n} (-1)^{i+1} \sum_{J \subseteq \{1, \ldots, n\}} \frac{1}{P_j},$$

where $J$ is a subset of $\{1, \ldots, n\}$ and $P_j = \sum_{j \in J} p_j$.

This equation precisely describes the effectiveness of random testing when we know the probabilities $p_i$. But what about if we need to test an SUT on which we cannot make any assumption on the values $p_i$? A trivial lower bound to the expectation $E$ is $n$ because we need at least $n$ different test cases to cover $n$ different disjoint targets. The following theorem provides the answer to this research question by providing a lower bound that is higher than the trivial $n$ and that is tight (no higher, lower bound exists that is valid for all SUTs).

**Theorem 1.** For any SUT and $n$ testing targets $T$, the expected value of $RT(P)$ to cover all the targets $T$ is lower bounded by $nH_n/\alpha$: $E[RT(P)] \geq nH_n/\alpha$. When all the probabilities are equal ($P = P^\alpha$), then $E[RT(P^\alpha)] = nH_n/\alpha$.

**Proof.** The proof comes from the literature of the Coupon Collector’s problem. In fact, $E[RT(P)]$ is a Schur-convex function which has minimal value when all the probabilities are equal, i.e., for $P = P^\alpha$ (see, for example, [29], [42]). When $\alpha = 1$, i.e., $P^\alpha = 1/n$, then the expected value for the Coupon Collector’s problem is simply $nH_n$ [35]. Using (6), it follows that for the general case ($\alpha \leq 1$) we have $E[RT(P^\alpha)] = nH_n/\alpha$.

Another easier way to look at it would be to follow the proof in [35]. $X_i$ being the random variable representing the number of trials in the $i$th epoch in which we have collected $i$ different coupons so far, we have

$$RT(P^\alpha) = \sum_{i=0}^{n-1} X_i.$$

The probability of drawing one of the remaining $n - i$ coupons is

$$q_i = \frac{n - i}{n}.$$

Because $X_i$ is geometrically distributed, therefore we have

$$E[RT(P^\alpha)] = E \left[ \sum_{i=0}^{n-1} X_i \right] = \sum_{i=0}^{n-1} E[X_i] = \sum_{i=0}^{n-1} \frac{n}{\alpha(n-i)} = \frac{n}{\alpha} \sum_{i=0}^{n-1} \frac{1}{i} = \frac{nH_n}{\alpha}. \quad \square$$

Theorem 1 states that there are testing problems that can be solved by random testing in $\Theta(n \log n)$, on average, when $P = P^\alpha$. However, the expected number of sampled test cases in real-world testing problems would be in general much higher than these lower bounds as $P$ might significantly depart from $P^\alpha$. Notice that Theorem 1 is also valid in the presence of infeasible targets.

Because it will be useful for the discussion and proofs in the next sections (e.g., Theorem 3 in Section 5.3), let us define another type of random testing in which each target is naively sought in a specific order ($RT'0$). The following definition gives its high-level pseudocode.
Definition 2 (RT0).

while \( T \neq \emptyset \)
choose and remove \( T_i \) from \( T \)
while \( T_i \) is not covered
sample a new random test case \( s \in S \).

A lower bound for the effectiveness of this random testing variant is given by the following theorem.

Theorem 2. For any SUT and \( n \) testing targets \( T_i \), the expected value of \( RT0(P) \) to cover all the targets \( T_i \) is lower bounded by \( n^2/\alpha \): \( E[RT0(P)] \geq n^2/\alpha \), where \( \alpha \) is the sum of probabilities in \( P \). When all the probabilities are equal \( (P^i) \), then \( E[RT0(P^i)] = n^2/\alpha \).

Proof. Covering a particular target \( T_i \) follows a geometric distribution with parameter \( p_i \) (see [9] for a description and application in software testing). For the sake of clarity and readability, we prefer to prove it in a (longer) way that we believe is easier to understand.

Let us define any generic \( P^g \neq P^i \) in terms of \( P^i \). In particular, we would have \( p_i = p^g + z_i \), where \(-1 \leq z_i \leq 1\). It easily follows \( \sum_{i=1}^{n} z_i = 0 \) and \( 3i : z_i \neq 0 \). Let us divide the \( n \) variables \( z_i \) in three separated sets, where \( a_i \in A \) represents the positive values (i.e., \( z_i > 0 \)), \( b_i \in B \) the negative ones, and finally, \( c_i \in C \) represents \( z_i = 0 \). It follows \( \sum_{a_i \in A} a_i = \sum_{b_i \in B} -b_i \). We can hence write the expected time of \( RT0(P^g) \) as

\[
E[RT0(P^g)] = \frac{1}{\alpha} \left( \sum_{a_i \in A} \frac{1}{p^g + a_i} + \sum_{b_i \in B} \frac{1}{p^g + b_i} + \sum_{c_i \in C} \frac{1}{p^g} \right).
\]

In a similar way, we can write

\[
E[RT0(P^i)] = \frac{1}{\alpha} \left( \sum_{a_i \in A} \frac{1}{p^i + a_i} + \sum_{b_i \in B} \frac{1}{p^i + b_i} + \sum_{c_i \in C} \frac{1}{p^i} \right).
\]

To prove \( E[RT0(P^g)] > E[RT0(P^i)] \), hence we just need to prove

\[
\sum_{a_i \in A} \frac{1}{p^g + a_i} + \sum_{b_i \in B} \frac{1}{p^g + b_i} > \sum_{a_i \in A} \frac{1}{p^i + a_i} + \sum_{b_i \in B} \frac{1}{p^i + b_i}.
\]

which can be rewritten as

\[
\sum_{b_i \in B} \frac{1}{p^g + b_i} - \sum_{b_i \in B} \frac{1}{p^i + b_i} > \sum_{a_i \in A} \frac{1}{p^g + a_i} - \sum_{a_i \in A} \frac{1}{p^i + a_i}.
\]

This relation is verified by

\[
\sum_{b_i \in B} \frac{1}{p^g + b_i} - \sum_{b_i \in B} \frac{1}{p^i + b_i} = \frac{1}{(p^g)^2} \sum_{a_i \in A} a_i + \frac{1}{(p^i)^2} \sum_{a_i \in A} a_i + \frac{1}{(p^g)^2} \sum_{a_i \in A} a_i - \frac{1}{(p^i)^2} \sum_{a_i \in A} a_i.
\]
context of this paper is to determine how scalable random testing is compared to alternative testing techniques. Some testing techniques may work well on smaller systems but do not necessarily scale up well to larger software. This has been proven, for example, for some local search techniques applied to structural coverage [2]. In this context, at a high level, scalability captures the relationship between the number of targets and the expected number of test cases required to cover all of these targets.

Let us assume a testing technique called \( V \) that is applied on each of the \( n \) targets. The specifics of the technique is not important (e.g., Symbolic Execution or Genetic Algorithms), as long as it focuses on one target at a time. For each target \( T_i \), we are assuming that \( V \) is faster than random testing by a constant factor \( c_i \leq c_M \), where \( c_M \) is a constant. If the expected number of test cases of random testing on a target \( T_i \) is \( 1/p_i \), then on the same target the expected time of \( V \) is \( 1/(c_i p_i) \). Without any a priori knowledge of the SUT, this is a reasonable assumption in which the cost of a testing technique \( V \) is directly proportional to how many test cases cover each target.

Which testing technique scales better? Random testing or \( V \)? To answer this research question, we first need to formally define under which scalability model we want to do such an analysis. Assuming \( n \) feasible targets, we consider the case of \( z = kn \) feasible targets, where \( k \geq 1 \) is the scalability factor. We want to study the expected performance of \( V \) and random testing to cover all the \( z \) targets based on the scalability factor \( k \) when we know their performance for \( k = 1 \). When we consider a higher number of targets because they are disjoint, then we need to guarantee that each associated probability \( p_{i}^{k} \) is still a valid value. In particular, given \( \sum_{i=1}^{n} p_{i}^{k-1} = \alpha \), then in our scalability model we assume \( \alpha \) to be constant and only consider the case \( \sum_{i=1}^{n} p_{i}^{k-1} = \alpha \).

When we consider larger software (i.e., \( k > 1 \)), we need to define how the different probabilities \( p_{i}^{k} \) should be considered. In our scalability model, we use only one restriction in addition to \( \sum_{i=1}^{n} p_{i}^{k-1} = \alpha \). Given \( p_{i}^{k-1} \), the probability of the most difficult target for \( k = 1 \) (i.e., the lowest value), then, for all values of \( k \), the most difficult target for the case \( k > 1 \) should have value \( p_{d}^{k-1} \leq p_{i}^{k-1}/(g(k)) \) for some function \( g(k) \), e.g., \( g(k) = k \). In other words, the most difficult target at scalability factor \( k \) should be at most \( g(k) \) times more difficult than when \( k = 1 \). In this scalability model, it is just important to consider the most difficult target, the properties of the other targets being negligible. Under these assumptions, we can prove the following theorem:

**Theorem 3.** Under the scalability model described in Section 5.3, if \( g(k) = o(k^2 / \log(k)) \), then the expected runtime (based on the scalability factor \( k \)) \( E[RT^k] \) is dominated by the expected runtime \( E[V^k] \): \( E[RT^k] = o(E[V^k]) \). In other words, random testing scales better than \( V \) for larger \( k \).

**Proof.** To prove this theorem, we need to prove that, when \( g(k) = o(k^2 / \log(k)) \), then

\[
\lim_{k \to \infty} \frac{E[RT^k]}{E[V^k]} = 0.
\]

We will first prove an upper bound for \( E[RT^k] \) and then a lower bound for \( E[V^k] \). With these bounds, we can prove an upper bound for \( E[RT^k]/E[V^k] \) that converges to 0 for \( k \) that tends to infinite, which would prove this theorem.

Using Theorem 1 and the theory of the Coupon’s Collector problem, an upper bound for \( E[RT^k] \) can be constructed by considering all the probabilities \( p_i \) in their worst case, i.e., \( p_i = p_d/g(k) \):

\[
E[RT^k] = \frac{1}{\sum_{i=1}^{n} g(k)} z H_z = \frac{g(k)}{p_d} \Theta(1) = \frac{g(k)}{p_d} \log(k) + \Theta(1)) = \Theta(g(k) \times \log(k)).
\]

Using the same procedure (and Theorem 2), we can construct a lower bound for \( E[V^k] \):

\[
E[V^k] = \sum_{i=1}^{n} \frac{E[RT^k]}{c_i} \geq \frac{1}{c_M} \sum_{i=1}^{n} E[RT^k].
\]

Finally, if \( g(k) = o(k^2 / \log(k)) \), then

\[
\lim_{k \to \infty} \frac{E[RT^k]}{E[V^k]} = \lim_{k \to \infty} \frac{\Theta(g(k) \times \log(k))}{\Theta(k^2)} = 0.
\]

Notice that \( g(k) = k \) and \( g(k) = k \log(k) \) satisfy \( g(k) = o(k^2 / \log(k)) \), whereas \( g(k) = k^2 \) does not (for the definition of \( o \), please recall Section 2.1). Whether such a requirement is realistic in practice should be the focus of empirical studies. Furthermore, it is important to note that \( g(k) = o(k^2 / \log(k)) \) is just a sufficient condition, but it might not be necessary. In other words, that condition might be stricter than necessary.

How can we explain the better scalability of random testing compared to \( V \)? The reason is that random testing intrinsically works as a parallel search, in which all the targets are considered at the same time, whereas \( V \) works as a sequential search. The computational power used to cover a specific target is not employed to help covering other remaining targets. However, for a low number of targets, random testing can be slow because it samples test cases at random, and some targets can be particularly difficult. But with a larger number of targets \( z \), its parallel nature eventually pays off, yielding better results than any \( V \).

The above results provide support to the fact that testing techniques should not be of the \( V \) type, otherwise even a “naive” technique like random testing could scale better. To
improve upon testing techniques of the \( V \) type, we need to transform them in a form of parallel search, and some examples are already present in the literature. For example, in the case of search algorithms [34], multi-objective fitness functions that consider more targets at the same time can be designed (see [27], [18]). In a similar way, proper seeding strategies (e.g., initialization of the population in Genetic Algorithms) can help search techniques (see, for example, [51]). In the context of software testing, once some of the targets are covered, this implies reusing the test cases from previous attempts to initialize the population used by certain search algorithms to cover the remaining targets (some basic examples can be found in [48]).

Notice that in this section we have assumed we have only feasible targets. However, it is easy to see that, in case of infeasible targets, random testing would be further advantageous compared to \( V \).

5.4 Predictability of Two Runs

When using random testing, how much do we rely on chance? In other words, how predictable are the results of random testing? One way to rephrase this is: How similar are the results of two random testing runs likely to be? More precisely, running random testing for \( l \) test cases we would cover some of the targets in \( T \). If we run random testing again, how likely are we to cover the same targets? Or will they likely be completely different? This research question was empirically addressed by Ciupa et al. [13]. They ran experiments on a set of common library programs written in Eiffel. Given different assertions in the SUT, the goal was to find test cases for which different failure types occur.

Their conclusion was that random testing appears “rather unpredictable in terms of the actual detected faults.”

In this section, we provide the mathematical formula that describes the stochastic process of the predictability of random testing. We formally prove that Ciupa’s et al. statement [13] only describe a particular scenario that may not generalize to most situations.

Let us first define the difference \( D \) among two runs of random testing. We can represent the output of random testing as a binary vector \( v \) of length \( n \). The binary value \( v[i] \) represents whether the target \( T_i \) has been covered \( (v[i] = 1) \) or not \( (v[i] = 0) \). The difference between two runs that produce \( v_1 \) and \( v_2 \) is hence defined by

\[
D(v_1, v_2) = \sum_{i=1}^{n} |v_1[i] - v_2[i]|.
\]

Obviously, it holds that \( 0 \leq D(v_1, v_2) \leq n \). Because the vectors \( v \) are randomly generated by random testing, we can consider \( D \) as random variable with the vector of probabilities \( p_i \) as parameter. In other words, given a particular SUT with specific probabilities \( p_i \) for the testing targets in \( T \), we want to study the distribution of the random variable \( D \). In particular, we are interested in its expected value \( E[D] \).

This random variable \( D \) is dependent on the number \( l \) of sampled test cases. Obvious properties are

\[
E[D_{l=0}] = 0, \quad E[D_{l=\infty}] = 0.
\]

In fact, if no test case is sampled (i.e., \( l = 0 \)), then \( v_1 \) and \( v_2 \) necessarily contain only 0 values. If we run random testing for an infinite amount of time (i.e., \( l \to \infty \)), then all targets would be covered, so no difference between \( v_1 \) and \( v_2 \). But what is the expected value of \( D \) for a generic number of test cases \( l \) and SUT? This research question is answered by the following theorem:

**Theorem 4.** The expected value of the random variable \( D \) is equal to

\[
E[D] = \sum_{i=1}^{n} 2(1 - p_i)^l(1 - (1 - p_i)^l).
\]

**Proof.** Let us consider the expected value of \( D_i = |v_1[i] - v_2[i]| \), which is

\[
E[D_i] = 0P(D_i = 0) + 1P(D_i = 1)
\]

\[
= P(D_i = 1)
\]

\[
= P(v_1[i] = 0 \land v_2[i] = 1)
\]

\[
+ P(v_1[i] = 1 \land v_2[i] = 0)
\]

\[
= 2P(v_1[i] = 0 \land v_2[i] = 1)
\]

\[
= 2P(v_1[i] = 0)P(v_2[i] = 1)
\]

\[
= 2(1 - p_i)^l(1 - (1 - p_i)^l).
\]

We can hence conclude the proof with

\[
E[D] = \sum_{i=1}^{n} E[D_i] = \sum_{i=1}^{n} 2(1 - p_i)^l(1 - (1 - p_i)^l).
\]

To support the theoretical results in this section, we carried out a series of simulations with different vectors \( P \). Each vector is defined by the length \( n \) of targets. For reasons of computational time and readability, we consider only three different vectors, \( P_0, P_1, \) and \( P_2 \). In all cases, for simplicity we chose \( \alpha = 1 \) and \( n = 32 \). Notice that our theoretical results are valid for any value of \( \alpha \) (the sum of the probabilities \( p_i \)) and \( n \) (the number of targets).

The first vector is simply \( P_0 = P^\mu \). In the second vector, we consider half of the probabilities (i.e., \( n/2 \)) to be equal to \( 1/(10n) \). In other words, \( p_1 = p_2 = \cdots = p_{n/2} = 1/(10n) \). The remaining probabilities are chosen such that their total sum for \( P_1 \) is equal to 1. Finally, for \( P_2 \) we consider a geometric allocation. In particular, \( p_1 = 1/2 \) and \( p_{i+1} = (1/2)p_i \), where, however, \( p_n = 1 - \sum_{i=1}^{n-1} p_i \) (so all probabilities sum up to \( \alpha = 1 \)).

The vector \( P_0 \) is important because it represents, as we will show, a “boundary condition” point. On the other hand, \( P_1 \) represents a situation in which there are two groups: easy and difficult targets. All the probabilities in the same group are equal. Finally, in \( P_2 \) we have several types of targets, increasing from very trivial (i.e., \( p_1 = 1/2 \)) to very difficult ones (e.g., \( p_{n-1} = 1/2^{n-1} \)). All these probabilities are different from each other.

In our simulations, we need to define a stopping criterion for random testing for various sample sizes of test suites. Sample sizes will cover the following range: \( l = 2^i \) where \( i \in \{0, \ldots, 10\} \).
For any SUT, any \( n \) testing targets \( T_i \), and any value \( l \) for the limit of sampled test cases, the expected value of the random variable \( D \) is upper bounded by \( n/2 \), i.e., \( E[D] \leq n/2 \).

**Proof.** Given the function \( f(x) = x(1-x) \), we start from proving that \( f(x) \) is maximized for \( x = 1/2 \). This will turn out to be useful when we analyze the formula for \( E[D] \) given in Theorem 4. For \( x = 1/2 \), we have \( f(1/2) = 1/4 \). By contradiction, let us assume that there exists a value \( y \) for which \( f(y) > 1/4 \). Then, it follows \( f(y) = y(y-1) = y - y^2 > 1/4 = (1/2)^2 \) and, hence, \( y^2 - y + (1/2)^2 = (y-1)^2 < 0 \), which is not possible.

From Theorem 4, we can hence write \( E[D] = 2 \sum_{i=1}^{n} f(x_i) \), where \( x_i = (1-p_i)^l \). Therefore, \( E[D] \) is maximized when we have for all the \( x_i \) the equality \( (1-p_i)^l = 1/2 \). In this case, \( E[D] = 2 \sum_{i=1}^{n} 1/4 = n/2 \).

Now, we are in a position to answer the research question “is random testing predictable?” Theorem 5 states that, on average, the difference in covered targets can be at most \( n/2 \), so the results of random testing can never be completely unpredictable.

**Theorem 4** gives us the tool to explain the conditions for which random testing is more predictable. Simulations in Fig. 1 show that for \( P_0 \), we have a first phase in which the predictibility is high (i.e., low value of \( E[D] \)). Then, with the increase of \( l \) the predictibility decreases \( E[D] \) increases) down to a level that is close to the theoretical bound \( n/2 \) (in our case 16), thus confirming the validity of the upper bound provided by Theorem 5.

But we cannot simply state that \( E[D] \) always increases to a maximum level and then decreases. In fact, this does not happen for the case \( P_1 \). The variable \( E[D] \) can fluctuate as the number of test cases \( l \) increases. Of particular interest is the case of \( P_2 \), in which the predictibility is quite high since \( E[D] \) has a low value that is mostly independent of the values of \( l \).

We can use our formal results above to explain the empirical results in [13]. The different failure types in that case study have similar probabilities. The number of sampled test cases was large enough to be very likely to cover some of those targets, but not large enough to ensure that most of them would be covered. If the same empirical analysis was carried out again with less or more sampled test cases, our theorems and simulations suggest that very different conclusions would be obtained.

In [13], random testing was run 30 times with different seeds. Only execution time for a run was reported (i.e., 90 minutes). The number \( l \) of test cases was not provided. To analyze their specific claims, for simplicity we will hence make the reasonable assumption that each test case run has average duration \( \nu \) minutes with negligible low variance \( \approx 0 \). We can hence assume that for each run of 90 minutes we have \( l = 90/\nu \) test cases.

In the empirical analysis in [13] it was reported that roughly 25 percent of failure types were found by only one or two of the 30 runs, while 19 percent of failure types were found by all the 30 runs. What would happen if we would run those experiments again with different numbers of test cases \( l \)? Let us consider the case in which we assume that 25 percent of targets are found by only one run out of 30. Each of those \( n/4 \) targets would have a probability \( p_i \) of being covered by a random test case. Covering a specific target with \( l \) test cases would have the following probability:

\[
P(\text{cover}) = 1 - (1 - p_i)^l.
\]

Because the 30 runs are independent, the probability that only one run covers that target is

\[
P(\text{single}) = \binom{30}{1} \times P(\text{cover}) \times (1 - P(\text{cover}))^{29}.
\]

Based on these equations, we would like to give an estimation of \( p_i \) in that case study [13]. We do not seek to get an exact value, we just want to obtain a reasonable value to study the effect of what would happen if we ran more test cases (i.e., if we increase \( l \)). This would be essential to verify whether the claims in [13] can be generalized or not.
To study the impact of increasing \( l \) on the empirical results in [13], we need approximate estimates of the values of \( l \) and \( p_i \) for that study so as to compute \( P(\text{single}) \). We first estimate \( l \) by assuming a reasonable time to run a test case (\( \nu = 1/60,000 \), i.e., a test case takes one millisecond to run), therefore setting \( l \) equal to \( 60,000 \times 90 = 54 \times 10^6 \). Fig. 2 shows \( P(\text{single}) \) for a range of \( p_i \) values for that estimated value of \( l \). The most likely \( p_i \) value for the study in [13] is the one that maximizes the chances of observing what was reported. Fig. 2 shows that \( P(\text{single}) \) has the highest value when \( p_i \approx 10^{-8} \). For that value of \( p_i \), the expected number of test cases to cover one of the above difficult targets would be \( 1/p_i = 10^8 \), which would take roughly 1,666 minutes (roughly 27 hours), which is slightly less than 20 times the 90 minutes reported in the study. This much smaller execution time therefore explains why many targets were only found by one or two runs. If random testing was run for one day (which is a feasible amount of time) instead of an arbitrary 90 minutes, the conclusions of random testing would have been very likely the opposite of what was reported: Random testing is highly predictable.

Another arguable claim in [13] is that in their case study they never miss a fault (they claim that their testing strategies such as branch coverage, the results could be still intuitive to interpret and analyze). In fact, if we add more test cases, we can end up in a case such as \( P_1 \), in which for \( \log_2(l) = 4 \) we have that, with more test cases, \( \mathbb{E}[D] \) first decreases and then increases again. Furthermore, in some situations there might be stringent testing budgets, thus making it impossible to increase the number of test cases.

Notice that the results of this section directly extend to the cases in which there are infeasible targets. In fact, because infeasible targets will never be covered, the random variable \( D \) is not affected by them (because it is based only on the difference of covered targets). Regarding Theorem 5, in general we would not know how many \( n \) feasible targets and \( m \) infeasible targets there are. However, it is trivial to see that the bound \( n/2 \) would be lower than (or equal to) half of the total number of targets (i.e., \( (n + m)/2 \)) for any number \( m \) of infeasible targets.

### 5.5 Threats to Validity

Threats to internal validity for this work come from the fact that mathematical analyses can be subject to errors. To reduce the probability of this being the case, we have also carried out simulations and have shown their results to confirm our theorems. But simulations cannot be used to prove that a proof is error free. Furthermore, in this paper we have investigated some of the published work in the literature, in particular [13], [26], [28], [47], [52]. Although we have carefully read these papers several times, we cannot exclude that we have misinterpreted some of their results.

Threats to the external validity of formal analyses depend on the assumptions that are made. Depending on the validity of these assumptions, the application of the theoretical results to real-world scenarios could be compromised. In this paper, the main assumption we make is that the testing targets \( T_i \) are disjoint. We have shown that this is not a problem when the targets are different failure types and for coverage strategies such as path coverage. In case of testing strategies such as branch coverage, the results could be still valid in some relevant cases. In fact, when the testing problem consists of covering a subset of difficult branches after a first phase of random testing is carried out, then these branches could be mostly disjoint targets.
6 Practical Implications

The results discussed in Section 4 identify the conditions for which random testing fares better or worse than partition testing. For example, (5) tells us that the sampling and failure rates play a crucial role. But do these conditions in which random testing can be better actually appear in practice? Section 4.5 discussed some successful applications of random testing, which provides some evidence to the reality of those theoretical results. However, identifying and proving that there are conditions for which random testing can be a better option, and empirically showing that there are some cases in which it is indeed better, does not mean that those conditions appear often in practice. To make an informed decision, a practitioner needs guidelines about where and when a particular testing strategy should be used, as it is unlikely that any strategy is going to be the best option for all testing problems. Random testing is also a strategy that is commonly employed by researchers as a baseline to assess the benefits of other strategies. The results surveyed and presented in this paper are therefore useful to understand and interpret existing and new empirical studies. This section focuses on providing guidelines to both practitioners and scientists based on the survey and new theoretical results presented above.

Our theoretical analysis includes a number of new theorems. We formally proved that random testing always needs, on average, at least $nH_\alpha/\alpha$ iterations to find test data to cover all the feasible targets, and that boundary conditions happen when all the testing targets have identical probability (Theorem 1). Furthermore, random testing can scale better than some types of partition testing techniques (Theorem 3). Finally, we formally proved the predictability distribution of random testing (Theorem 4) where the further away from the uniform distribution the testing targets are, the more predictable random testing is. Increasing the number of sampled test cases can either increase or decrease predictability. When there is a great deal of variance in the target probabilities, then random testing becomes highly predictable regardless of the number of test cases. In any case, the expected number of different targets covered by two runs is never more than half the total number of targets (Theorem 5). There is an interesting aspect when we look at both Theorem 1 and Theorem 4: The closer the probability distribution of the targets is to the uniform distribution, the fewer test cases to sample but the less predictable the test results are (i.e., better performance is linked to worse predictability).

The first question a practitioner needs to ask himself is whether there is any automated oracle. In this context, an automated oracle is a mechanism that can automatically verify whether a testing target has been covered or not. One of the advantages of random testing is the possibility of generating a large number of test cases at a relatively low cost. However, if one needs to manually check if the targets are covered, only a small number of test cases can be run and evaluated, and random testing is unlikely to be the right strategy. This is a typical example in unit testing with white-box test techniques. For example, it is a common practice in industry to manually write test cases for each unit (e.g., functions and classes) with the aim of maximizing statement or branch coverage, and then manually writing assert statements to check whether the behavior of the unit is as expected. In this case, generating test data randomly is unlikely to be a good strategy as only a few test cases can be run and analyzed. So, it would be better to focus on writing a small number of test cases targeting all statements or branches.

As previously discussed (see Section 4.1), random testing can be used to generate test data to maximize code coverage in the context of white-box testing. For this particular type of target, we always have an "automated oracle": When we run a test case, we can always track which parts of the code have been executed. As a result, we can run random testing for as long as needed, and then give to the user only a minimized subset of sampled test cases that maximize coverage. However, code coverage often results in very unbalanced partitions. For example, only a tiny fraction of the input domain typically covers some of the code targets, where common examples are code branches whose predicates are based on numerical comparisons. Both (5) and Theorem 1 suggest using random testing in this context is a bad idea. The former tells us that partition testing is likely to work best with widely different sampling rates or failure rates for targets. The latter tells us random testing is most effective when all targets have equal probabilities of being reached. None of these conditions are usually met when performing white-box testing. Furthermore, for this testing problem there are research tools that have been empirically shown to give much better results than random testing (e.g., Pex [44] for C# software). However, there are always exceptions, as, for example, specific types of software for which random testing gives good results even for code coverage (e.g., for container classes [41]).

In black-box testing, when automated oracles are available, for example, derived from behavior models of the SUT, then random testing can in some cases become a viable option. For example, state invariants from state models can be used to instrument programs and obtain test oracles. In practice, black-box testing is commonly applied for testing large systems or even systems of systems. In many cases, such testing is performed by independent test teams who have knowledge of the application domain and requirements, but have had no involvement in the system design or do not even have access to the source code. Furthermore, because no single individual typically has a good understanding of all the system’s functionalities, many stakeholders must typically get involved in system test specifications and writing them becomes a time-consuming challenge. On the other hand, during the same time random testing could be left running 24/7 without any manual intervention, where, for example, millions of test cases could be automatically run and automatically evaluated. As a further advantage, random testing is not affected by infeasible targets. Equation (5) tells us that random testing will work best when differences in failure rates of partitions remain small. This is what one would expect if, in the context of black-box testing, the test engineers in charge of test specifications have an insufficient understanding of the system functionalities and assumptions.

Once the test specifications are completed, test engineers need to automatically generate test cases from each of these
partitions. But if a particular partition is defined by a complex logical constraint (predicate) and one wants to automatically solve it, then a constraint solver needs to satisfy two conditions to be applicable: 1) It must be efficient or otherwise, in the same amount of time, random testing could fare better by generating and executing many test cases, 2) it must be able to generate alternative test data satisfying the same constraint as partitions are usually not homogenous and we need to sample more than one test case from each partition. The latter condition is only fulfilled if the constraint solver is not deterministic or biased in generating solutions. An alternative option would be to keep track of all the test cases belonging to that partition generated so far, and increase the constraint by adding that the new solutions have to be different from the generated so far. As this approach would increase the complexity of the constraint linearly in the number of sampled test cases, it might have negative effects on the performance of the constraint solver. Unfortunately, the research literature only features a limited number of empirical analyses of black-box, system level testing of real-world industrial systems. Therefore, it is still too premature to draw definitive conclusions.

To conclude, as the availability of automated tools for black-box system testing is currently limited, and considering the high cost and expertise requirements for manually writing system-level test cases or generating test data using constraint solvers or other analytical tools, random testing might turn out, despite its limitations, to be a viable first option to try out (particularly when limited automated testing tool support), and use as a complement to other techniques. As we have shown in this paper, there are situations in which random testing can be indeed effective, scalable, and predictable.

There are also several guidelines we can derive from the survey and theorems that are targeted at scientists studying $RT$ or comparing it with more sophisticated test strategies. Since (5) tells us the failure and sampling rates of partitions have a direct effect on the difference in effectiveness between partition testing and random testing, these two factors must be accounted for when running case studies and comparing possibly inconsistent results across studies. Theorem 1 and Theorem 4 indicate that the probability distribution of targets strongly affects the effectiveness and predictability of $RT$, respectively. The more uniform the probability distribution, the more effective and the less predictable $RT$ gets. Variation of effectiveness across studies can therefore be in part explained by target probability distributions. In situations where $RT$ is less predictable, it is also particularly advised to execute a large number of test cases to better support the statistical analysis. Finally, it is important to keep in mind that the choice of the specific random testing and partition testing algorithms can have a significant impact (Theorem 2 and Theorem 3). As a result we recommend using $RT$ instead of $RT_{0}$ and making sure as well that the partition testing algorithm is designed as much as possible as a parallel search algorithm (Section 5.3), thus making it more scalable. Theorem 3 also suggests that when comparing random and partition algorithms, scalability must be studied as one technique may scale better than an other and thus lead to different results for larger test problems.

7 Conclusion

In this paper, we have surveyed and analyzed the properties and applications of random testing that were reported in the literature. Furthermore, we have provided novel formal results regarding the effectiveness, scalability, and predictability of random testing. Random testing is often used as a comparison baseline to assess other testing techniques and, therefore, studying its properties is important for driving and interpreting empirical research. This will eventually lead to a clearer understanding of the strengths and limitations of random testing. Since it has been increasingly seen as a plausible alternative technique for testing in the large, the potential impact of such research on practice is significant.

We have proven nontrivial, tight lower bounds for the expected number of test cases sampled by random testing to cover predefined targets. We have shown which type of random testing should be used as a baseline of comparison to evaluate other testing techniques in a fair manner. We discussed the scalability of random testing, which, under certain conditions, can fare better than a large class of partition testing techniques. In addition, we provided practical advice on how to improve some of these testing techniques (e.g., always keep track of the so-called collateral coverage, use seeding strategies). Finally, we formally proved the mathematical formula that describes the predictability of random testing and we proved a general lower bound for it. These results are also used to assess the conclusions of some of the empirical analyses reported in the literature and discuss their validity. Together with our survey results, we rely on these formal results to provide guidelines on the usage and experimenting of random testing.

The analyses in this paper further support the use of random testing in a real-world software [16], [23], [49]. Though successful applications of random testing and its variants appear in the literature (e.g., [20], [37]), overall the reported results have not been consistent. As a result, the jury is still out on whether and when random testing is a good option and more, better designed and reported studies are needed. This paper provides a theoretical basis that may help better interpret empirical results in the future and explain differences among studies. Our theoretical results also show that there are some conditions in which random testing is viable testing option that should be seriously considered.

For future work, it would be important to extend the results of this paper for the cases in which the probabilities of covering testing targets are modeled as random variables. A similar exercise was carried out by Guthjar [22] when he analytically compared random testing with partition testing. Another important research question to investigate is how to extend these results for the cases when the testing targets are not disjoint, as, for example, in branch coverage.
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